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Pod-specific calling behaviour of resident killer whales has been shown to include: discrete call types not
shared among pods, different production rates of shared call types, and differences in the detailed
structure of shared call types. To investigate the mechanisms leading to pod-specific calling, we compared
the repertoire and structure of calls produced by three different matrilineal units within the same pod,
and described call features encoding matrilineal-unit distinctiveness. The three matrilineal units had
different production rates of shared calls, including one call type used almost exclusively by one
matrilineal unit. Cross-validated discriminant function analyses revealed matrilineal-unit distinctive
structure in five of the six shared call types examined, with duration of the terminal component being the
most distinctive feature for all call types containing a terminal component. Calls generally consist of low-
and high-frequency components that may follow different time-frequency contours. In our sample, a
particular high-frequency contour was consistently paired with a particular low-frequency contour, both
contours had roughly equal overall variability, and each contained independent matrilineal-unit
distinctive information. The only call type that did not differ structurally between matrilineal units is
reportedly used more in interpod meetings than in intrapod contexts. The differences in calling
behaviour between matrilineal units were similar in form to previously described differences between
pods, although more subtle. These results suggest that pod-specific calling behaviour in resident killer
whales arises primarily as a consequence of accumulated drift or divergence between highly cohesive

matrilineal units as they gradually separate into different pods.

Several recent studies have shown that certain features of
communication signals are shared within socially inter-
active groups due to a process of vocal convergence (e.g.
D-note in chick-a-dee calls, Nowicki 1989; spectra of
greater spear-nosed bat, Phyllostomus hastatus, screech
calls, Boughman 1997; time-frequency contours of
bottlenose dolphin, Tursiops truncatus, signature whistles,
Smolker 1993). These group-distinctive behaviour
patterns result from the combination of a mechanism for
vocal convergence and social interactions that promote
group stability (Snowdon & Hausberger 1997). As a
practical matter, identifying the actual group among
which vocal convergence occurs can be difficult because
sharing on a fine scale can result in larger-scale patterns as
a by-product or ‘epiphenomenon’ (Andrew 1962). For
example, chaffinch, Fringilla coelebs, song dialects (Slater
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et al. 1980; Williams & Slater 1990) and colony-
distinctive screech calls in greater spear-nosed bats
(Boughman 1997) may reflect differences between groups
composed of neighbours or harems, respectively. Our
goal here is to investigate group-specific calling behaviour
in resident killer whales, a case where the groups are
composed of matrilines. Specifically, we explore whether
differences in calling behaviour exist among matrilines
that compose pods, and identify which call features
encode distinctiveness.

Natural markings on killer whales (shape of the dorsal
fin, shape of the grey patch below the fin known as the
saddle, wounds and scars) allow for photographic and
visual identification of individuals (Bigg et al. 1990;
Olesiuk et al. 1990). Based on extensive behavioural
and genetic evidence, killer whales in the northeastern
Pacific have been classified into two subtypes: ‘residents’,
which primarily prey upon fish, and ‘transients’, which
primarily prey upon marine mammals (Bigg et al. 1987;
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Ford et al. 1998; Hoelzel 1998). This study only addresses
the vocal behaviour of resident killer whales (hereafter
killer whales).

Killer whale social structure is typified by a nested
hierarchy of stable interactions. The basic unit of social
organization is the ‘matrilineal group’, which consists of
a mother, all of her male offspring and young female
offspring (Bigg et al. 1990). Surface association patterns of
killer whales show that offspring of both sexes travel with
their mothers more often than with an unrelated indi-
vidual throughout their lives, and dispersal from a
matrilineal group has not been documented in 20 years
of intensive observation (Bain 1988; Bigg et al. 1990; Ford
et al. 1994). Males remain in close association with their
mothers throughout life, but females with offspring of
their own gradually spend more time away from their
mother, eventually forming their own matrilineal group.
Matrilineal groups associate on a temporary basis, and
‘pods’ consist of one to nine matrilineal groups observed
together on 50% or more of observation days (mostly in
the summer; Bigg et al. 1990). The pod level of associ-
ation is fairly stable, but increased observer effort in the
summer biases association data towards pod associations
as killer whale aggregations appear to be particularly large
in the summer compared to the rest of the year (D. B.,
personal observation). On a still wider scale, pods that
have been observed to interact socially are considered to
be part of the same community (Bigg et al. 1990). In this
study, we use the term ‘matrilineal unit’ (MU) to refer to
a matrilineal group plus any surviving members of the
mother’s natal matrilineal group.

Killer whales produce whistles and echolocation
clicks, but pulsed calls dominate their vocal behaviour
(Schevill & Watkins 1966; Diercks et al. 1971; Steiner et
al. 1979; Ford 1989). Calls have a complex structure
consisting of multiple parts in time and frequency (Fig.
1). All calls contain a low-frequency component (LFC),
which appears to be a burst-pulse sound with sidebands
ranging to 10kHz or higher (Watkins 1967; Ford &
Fisher 1982). The LFC is composed of multiple temporal
parts separated by shifts in the pulse repetition rate,
which ranges from 80 to 2400 Hz (Ford 1987). A feature
of some calls is the ‘terminal note’, which is a relatively
short feature at the end of the call separated by a
discontinuity in slope or frequency of the LFC. Many
calls also contain a high-frequency component (HFC),
which consists of a fundamental ranging from 2 to
12 kHz and multiple harmonics ranging to 100 kHz or
more (Hoelzel & Osborne 1986; Bain & Dalheim 1994).
Although a beampattern has not been measured, the
HFC appears to be significantly more directional than
the LFC (Schevill & Watkins 1966; Bain & Dalheim
1994). Stereotyped calls are composed of distinctive
combinations of low- and high-frequency components,
which researchers have used to classify calls into dis-
crete types by visual inspection of spectrograms and
aural recognition (Bain 1986; Ford 1987). Call type
classification has relied primarily upon inspection of
the entire LFC and portions of the HFC below 8 kHz
(Ford 1987), and it is unknown if the entire HFC is
stereotyped within each call type.

Call type N47

1 \ 2
12 f- ¥ High-frequency
- component -
T 8
=2
B>~
o
=
%
=
o
3
= 4t T
Introductory buzz =
LOW-fTEQUENCY — e— et S5
ComMPponent «Ft = &5 ¥
0 0.4 0.8 1.2

Time (s)

Figure 1. Spectrogram of a killer whale call with an effective filter
bandwidth of 40 Hz. This exemplar shows the presence of two
different contours, the low- and high-frequency components. The
low-frequency component is divided into two parts, part one (the
introductory buzz) and part two, based upon the shift in the pulse
repetition rate (Watkins 1967; Ford 1987). The high-frequency
component starts at roughly 0.6 s and 5 kHz, then rises to 10 kHz.
Reverberation is present and is particularly apparent in frequency-
modulated portions of the call. The line at 8 kHz marks the upper
frequency limit of Ford’s (1987) spectrographic analyses of killer
whale calls.

Ford (1987, 1989, 1991; Ford & Fisher 1982) recorded
calls from identified pods and described pod-specific
repertoires of 7-17 call types per pod (Ford & Fisher 1982;
Ford 1991). Repertoire differences among pods are of two
forms: call types not shared (different call types), and call
types that are shared but differ consistently in some
structural variable (different call subtypes). Structural dif-
ferences in the terminal note of shared calls accounted for
almost all of these call subtypes (Ford 1987, 1991). Ford
(1991) grouped pods that shared any call types or sub-
types into acoustic clans, and identified four different
acoustic clans off Vancouver Island, three of which
socially interact. Pods within clans have varying degrees
of repertoire similarity and Ford (1991) suggested that
repertoire similarity reflects matrilineal relatedness. Pods
also differ in relative production rates of shared calls.

Ford (1991) proposed that the pattern of pod-specific
calling is a product of cultural drift that results from the
appearance of errors and innovations in vocal learning
and transmission of these changes across generations
(Slater 1989). There is convincing evidence for vocal
learning in bottlenose dolphins and humpback whales,
Megaptera novaeangliae, and growing evidence that killer
whales also learn their vocalizations (Janik & Slater 1997).
A young Icelandic killer whale produced the calls of an
older British Columbia whale after being placed in a
pool with it, although these were not part of her natal
repertoire (Bain 1988). In another captive study, a young
killer whale produced calls that matched those of its
mother, but not those of its father’s pod to which it had
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Table 1. Identity, sex, estimated birth year and relatedness of the individuals in A1 pod at the time of the study

Matrilineal Estimated birth

unit Individual Sex year (range)* Live offspring
A12 Al12 F 1936 (1935-1945) A31, A33, A34
A12 A31 M 1959 (1957-1961)

A12 A33 M 1971

Al12 A34 F 1975

A30 A02 F 1912 (1911-1934) A30

A30 A30 F 1951 (1949-1952) A06, A38, A39, A50
A30 A06 M 1965 (1963-1966)

A30 A38 M 1970

A30 A39 M 1975

A30 A50 F 1984

A36 A36 F 1950 (1942-1951) A32, A37, A46
A36 A20 M 1953 (1952-1956)

A36 A32 M 1965 (1963-1966)

A36 A37 M 1977

A36 A46 M 1982

*Individuals whose birth year was observed are not given a range. See Bain (1988) and Bigg et al. (1990) for

determination of estimated age and relatedness.

never been exposed (Bowles et al. 1988). Members of pods
occasionally produce sounds from other pods’ repertoires,
which may be an example of vocal mimicry (Ford 1991,
page 1476). Two resident MUs appear to have made
similar alterations to the LFC of one call type over a
12-year period, consistent with some degree of horizontal
learning across MUs (Deecke et al. 2000). However,
because members of pods are related, and evidence exists
that killer whales are highly inbred (Hoelzel 1998), some
researchers have pointed out that Mendelian genetic
inheritance of calls is consistent with pod-specific calling
behaviour (Janik & Slater 1997). A genetic transmission
mechanism seems unlikely, however, as the pattern of
call sharing observed by Ford (1991) would break down
unless call structure was genetically coded in an unusual
manner (mtDNA), or the mating system was highly
restrictive.

In this study we explore the mechanisms of pod-
specific calling by comparing the repertoires and the
structure of calls produced by MUs from the same pod.
MUs naturally separate by distances sufficient to obtain
recordings from a single MU without employing acoustic
localization techniques (e.g. Miller & Tyack 1998). A
finding that differences in calling behaviour exists
between MUs would provide new evidence to support
the model that pod-specific calling is a consequence of
the gradual accumulation of errors and innovation in
intergenerational transmission of vocal traits. Alterna-
tively, a finding of no differences between MUs would
suggest that pod-specific calling arises from rare but large
changes in the vocal behaviour of the entire pod. No
differences between MUs would also be evidence that
vocal convergence occurs at the level of the pod, possibly
as a consequence of horizontal learning from other pod
members (Cavalli-Sforza & Feldman 1981).

We assess whether potential differences between MUs
parallel differences among pods, as this would provide

stronger support that MU differences eventually lead
to pod-level differences (Ford 1991). Thus, we compare
relative rates of call type usage, especially exploring
whether any call types are not shared between MUs. We
test for structural differences in shared call types, and
assess whether similar structural features of calls differ
between MUs and pods (Ford 1991). An additional aim of
the structural analyses is to measure and describe the
variability in the HFC because most analyses of killer
whale calls have not considered the entire HFC.

METHODS

The subjects for this study were the members of the three
MUs that make up pod Al (Bigg et al. 1990). Pod Al
is most similar acoustically to pods A4 and AS, and is
the most commonly observed pod in the study area,
Johnstone Strait and the adjacent waters off Vancouver
Island, British Columbia (Ford 1991). At the time of this
study, pod Al consisted of three MUs, named A12, A30
and A36 (Table 1). Association measures of these three
units from data collected annually from 1973 to 1987
show that A30 and A36 were more affiliative to each
other than either was to A12 (Fig. 2). Association levels
may also reflect matrilineal relatedness between the MUs
(Bigg et al. 1990).

Recordings were made in 1984 and 1985 from each of
the three MUs on an opportunistic basis when they were
acoustically isolated from other pod members. Whales
were approached briefly for visual recognition by
standard markings, and photographed for later confir-
mation of field identifications. The research vessel (a
5.5 m C-Dory) was stopped approximately 400 m in front
of the isolated MU, a hydrophone array was deployed,
and recordings were made with a Briiel & Kjaer (B&K)
8104 hydrophone connected to a B&K 2635 charge
amplifier and a Hewlett-Packard 3968A tape recorder
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Figure 2. Association dendogram of the MUs (A12, A30 and A36) in
pod A1 based upon data collected from 1973 to 1987 (Bigg et al.
1990). The nearest neighbouring clusters to pod A1 (containing
matrilineal units A10, A11, C04 and CO05) are also shown. Note that
A12 is the relative outlier of the three MUs in A1 pod.

(flat + 3 dB, 500 Hz-64 kHz). We reidentified and tracked
whales visually when they surfaced near the array using
standard and nonstandard marks, such as bends in and
relative heights of the dorsal fins, or right-side saddle
patterns. To decrease the probability that our sample was
dominated by one vocalizing individual, we conducted
multiple recording sessions of each MU. In addition,
John Ford provided two recordings (both of the Al2
subgroup) from 1979 and 1981 made with equivalent
field techniques.

We transferred recordings to cassette (flat+ 3 dB,
100 Hz-15 kHz) for analysis of call type usage and
acoustic structure. We performed spectrogram analysis on
a Kay Sonagraph Model 5500 (frequency limit of 16 kHz,
fast Fourier transform (FFT) bandwidth of 113 Hz, and
dynamic range of 48 dB). We identified call types by
visual inspection of the spectrogram contours and aural
comparison to known call types following the methods
and naming system devised by Ford (1987). We assigned
any calls that were not clearly a member of a defined call
type and any whistles to type 0. To test whether calls were
used in the same relative proportions by each subgroup,
we performed a chi-square analysis. We used post hoc
analyses to determine which call types were most likely to
be responsible for any differences found (Zar 1984).

We carried out the structural analysis of shared calls by
measuring multiple time-frequency variables of the six
call types (N1, N2, N4, N5, N7 and N9) for which we had
an adequate sample from all three MUs (Fig. 3). We had
three primary goals in choosing which time and fre-
quency variables to measure from call spectrograms. The
first was to choose points that would roughly describe the
LFC and HFC contours. The second was to choose points
previously measured by Ford (1987). The third goal was to
take several measures of the pulse-repetition rate of the
LFC and the fundamental of the HFC at the same point in
time. We obtained LFC pulse-repetition rates by measur-
ing the sideband interval (SBI; Watkins 1967) while we
measured HFC frequency points on the fundamental.
We computed variables to estimate the slope of the HFC

from the difference between successive HFC frequency
measures. To describe the stereotypy of calls, we com-
pared the coefficient of variation (CV) of time versus
frequency and SBI measures as well as the CVs of LFC and
HEC variables.

To test for differences among MUs in the structure of
the six shared call types, we measured the probability that
an excluded or ‘jackknifed’ call would be correctly classi-
fied to its source MU based upon a prediction rule created
from the other calls (Smith et al. 1982; Efron 1983). We
conducted a separate analysis for each call type using the
variables measured for that type. We generated the pre-
diction rule using stepwise discriminant function analysis
(DFA) carried out with SPSS for Windows Release 6.0.
Stepwise DFA reduces the number of variables used to
create the discriminant function, which improves the
accuracy of the prediction rule (Lachenbruch & Mickey
1968; Smith et al. 1982). Tolerance was set to 0.001,
F-to-enter was 3.84, and F-to-remove was 2.71. The
algorithm selected the variable with the greatest F score
(above 3.84) for use in the DFA and continued to select
variables until all that were acceptable were included. The
DFA used the components identified above to create
two uncorrelated linear functions consisting of variable
coefficients that minimized Wilks’ lambda (also known as
the U statistic), so that the function scores of calls from
different MUs differed as much as possible.

After classifying calls to MU, we statistically tested
whether the matrix of predicted versus actual source MU
was better than that expected by chance (Efron & Gong
1983). Jackknifing and other forms of cross-validation,
which remove and predict blocks of data based upon the
remaining data, is necessary to reduce the well-known
bias (on the order of n~ ') which results when the same
data points are used to construct and evaluate a discrimi-
nant prediction rule (the ‘resubstitution estimator’;
Lachenbruch & Mickey 1968). Jackknifing reduces the
bias of the resubstitution estimator to order n~ 2, so for
N=10, the bias is reduced from ~10% to ~1% (Efron
1983). Jackknifing of single data points is preferred over
removing large blocks of data by some statisticians
because the combined discriminant function is more
similar to each function used to classify cases, and jack-
knifing is more robust in cases where sample sizes are
small (Lachenbruch & Mickey 1968). When a priori
grouping is possible, the DFA prediction method is more
powerful than principal components analysis (PCA) at
testing for differences between groups, particularly when
differences are subtle and only occur on a subset of the
variables measured.

To assess which call features encode MU distinctiveness
for each call type, we calculated the stepwise discriminant
functions using all replicates of that call type and
examined the importance of each function and the cor-
relation between the variables and functions (Norusis
1986). We compared the intrapod variability we observed
with the interpod variability reported by Ford (1987) to
assess whether certain call features tend to be particularly
important in the development of group-specific calling
behaviour. To assess more directly the relative MU dis-
tinctiveness of the LFC and HFC, we also conducted
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Figure 3. Structural variables measured for six call types shared by the MUs within pod A1. Spectrograms have an effective filter bandwidth
of 113 Hz, and the line at 8 kHz marks the upper frequency limit of Ford’s (1987) spectrographic analyses of killer whale calls. Numbers on the
spectrogram show where measures were taken in addition to duration measures of the call and each low-frequency component part
(boundaries shown above each spectrogram). Single numbers are frequency (high-frequency component) or sideband interval (low-frequency
component) measures only, except variable 9 of call type N4 and variable 11 of call type N5, which are both measures of the sharpness of the
HFC peak. Pairs of numbers are frequency and time measures, respectively. Descriptions of the numbered variables are given in the Appendix.

See text for details.

stepwise DFA using measures from only one contour. For
each call type, we calculated the percentage correctly
classified using measures from the LFC, the HFC and the
LFC and HFC together. When no discriminant function
was formed because no variables were entered using the
stepwise criteria, we used the percentage correct expected
by chance (33.3%). We compared the MU distinctiveness
of each component using the percentage of calls correctly
classified from each data subset across all call types.

RESULTS
We analysed over 18 h of active sound production. Of
1784 calls identified to type, structural variables of 516
calls were clear enough to be measured. A total of 412
calls were used in the DFA as not all variables could be
measured from each of the 516 calls. In particular, the
HFC of calls was occasionally missing from the spectro-
gram, possibly due to greater directionality of the HFC.
Each measured call type occurred at least once in a mean
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Table 2. The number of measured calls and recording sessions (in
parentheses) by call type and matrilineal unit (MU)

MU
A30 A36 A12
Calls Calls Calls
Call type (sessions) (sessions) (sessions)
N1 18 (8) 9 (4) 15 (7)
N2 20 (7) 13(5) 27 (9)
N4 50 (10) 33 (6) 22(11)
N5 21 (9) 35 (6) 34(11)
N7 23 (9) 23 (4) 35(12)
N9 40 (8) 49 (7) 49 (12)
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Figure 4. Histogram of call type usage by the three MUs in pod A1.
Call type 0 is an ‘other’ category that includes whistles and calls that
did not clearly fall into one of the types defined by Ford (1987).
N=491, 717 and 576 for MUs A12 (H), A30 (OJ) and A36 (&),
respectively.

of 8.06 (minimum of four) separate recording sessions
from each MU, providing a reasonably representative
sample (Table 2).

Call Usage

As a group, Al pod’s call usage closely matched that
observed by Ford (1991). Discrete stereotyped calls
dominated the sound production of each MU with the 0
category of whistles and nonstereotyped calls accounting
for less than 5% of sound production overall (Fig. 4).
There were significant differences in call usage between
the three subgroups (33,=195.8, P<0.001). A large contri-
bution to this difference may be from call types N2, N4,
NS5, N7, N47 and the O category, although the remaining
calls showed significant variability as well (y3g=31.6,
P<0.05). One call type (N47) was made almost exclusively
by MU A30. Although the other MUs were observed to
make this call rarely, it does not appear to be a common
call in their repertoire.

Call Structure

Within a given call type, the contour of the HFC was
highly stereotyped (Fig. 5) and could be used as an
accurate means of identifying call type. Using measures
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Figure 5. Stereotypy by call type of the high-frequency component
of killer whale calls. The middle of each bar is the mean of the time
and frequency variables measured on the high-frequency compo-
nent contour, and the length of the bar is +1 SD for time measures
(horizontal bars) and £2 SD for frequency measures (vertical bars).
Sample sizes are given above each box, except one variable noted
within the N4 box. The dashed line connects the time-frequency
means to roughly recreate the high-frequency component contour.
Note the combination of stereotypy within each call type and
distinctiveness across call types.

from both the LFC and HFC, the CVs of time variables
were greater than those of SBI/frequency variables
Xime=39-2, Xprequency=12.4; ts4,=5.84, P<0.001). The CVs
of time variables did not differ significantly between the
LFC and HFC (X;zc=36.7, Xypc=42.8; t3=0.74, P=0.46,
power=50%), nor did the CVs of SBI/frequency variables
(Xipc=17.8, Xypc=8.9, t3;=1.91, P=0.07, power=82%),
although the latter approached significance. This result
suggests that the HFC is at least as stereotyped as the LFC.

A total of 21 variables were entered into the DFA using
the stepwise procedure (Table 3), 11 of which came from
the LFC (five SBI and six time variables) and 10 of which
came from the HFC (eight frequency and two time vari-
ables). For call types N1, N4, N5, N7 and N9, stepwise DFA
correctly predicted source MU of jackknifed calls above
random accuracy, but did not do so for call type N2 (Table
4). For all call types except N1, calls produced by MU A12
were most likely to be assigned to the correct group.
Figure 6 is a two-dimensional plot of all cases according to
their values from the discriminant functions.

Terminal note duration was the most important vari-
able in predicting source MU for the three call types with
such a note (N4, N5 and N9; Table 5). SBI variables were
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Table 3. The mean, coefficient of variation (CV) and sample size of all variables included in the discriminant function analysis

Matrilineal unit
Al12 A30 A36 Combined

Call type

Variable (number)* X cv N X cv N X cv N X cv N
N1

SBI start part 3 (4) 893.3 10.1 15 847.5 8.1 16 622.9 22.2 7 824.2 16.2 38

Freq 1st turn of HFC (13) 9074 3.5 14 8544 34 15 8493 4.4 6 8749 4.7 35
N2

SBI (x2) end LFC (9) 3474 10.3 26 3200 9.7 13 3316 18.0 11 3368 12.5 50
N4

Duration part 2 5.7 1694 22 15.7 1146 50 52.3 63.8 32 24.8 118.0 104

SBI peak part 1 (2) 1471 5.0 22 1432 43 50 1370 8.3 33 1421 6.4 105

Duration part 1 704.8 13.9 22 831.1 15.9 50 795.4 26.6 32 793.4 20.4 104

Freq upsweep end HFC (12) 8053 43 18 8388 49 25 8018 43 24 8166 4.9 67

Freq. end HFC (10) 7760 1.6 19 7874 3.8 30 7897 43 28 7854 3.6 77
N5

Duration part 2 55 139.0 34 18.7 1133 19 36.8 73.7 35 20.8 117.5 88

Duration part 1 891.9 8.2 34 941.0 22.0 19 1016.5 154 35 952.1 16.1 88

Time peak HFC (10) 79.3 331 29 162.2 1551 12 97.9 342 30 101.2 106.1 71

Freq. peak HFC (9) 9136 9.4 29 8633 5.7 12 8728 8.3 30 8878 8.7 71

Freq. end—f. turn HFC (14-12) 191.7 180.2 29 220.0 260.0 12 490.0 164.2 32 3271 192.4 73
N7

Time to parallel LFC (3) 91.6 30.2 35 130.7 31.2 23 118.1 36.0 23 110.2 35.9 81

SBI at parallel LFC (2) 1249 104 35 1203 9.9 23 1332 6.5 23 1260 9.9 81
N9

Duration part 4 25.6 93.3 48 34.2 36.2 37 39.0 70.3 46 32.7 71.1 131

SBI (x2) end LFC (8) 3528 11.4 48 3828 154 36 3627 14.2 46 3646 14.0 130

Freq. end—f. turn HFC (15-13) 629.0 52.0 48 595.7 584 37 690.9 74.3 47 641.6 63.4 132

Freq. end HFC (15) 9408 43 48 9139 3.5 39 9469 8.0 48 9352 59 135

Freq. HFC start part 3 (4) 8784 34 49 8474 40 39 8773 4.6 49 8629 43 137

Time start HFC (10) 325.1 25.7 48 268.1 48.1 37 145.1 106.4 46 245.8 59.6 131

All time or durations measures are in ms, frequency or sideband intervals (SBI) measures are in Hz. HFC: high-frequency component; LFC:

low-frequency component.

*Numbers in parentheses are the variable numbers from Fig. 3 and the Appendix.

the most important for call types N1 and N2, and the
duration of the upsweep was the most important feature
for call type N7. Because each call type used a unique
variable set in the DFA, we tested whether the number of
variables measured from the call influenced classification
success. We found no correlation between the percentage
of calls correctly classified and the number of variables
measured (r=0.27, N=6, P>0.5, power=0.87), suggesting
that distinctiveness of call structure was not strongly
influenced by the number of variables measured.

We compared the structural differences among MUs
within pod Al with those among pods Al, A4 and AS
reported by Ford (1987). As mentioned above, terminal
note duration was the most important classification vari-
able for all three calls with terminal notes (N4, N5 and
N9), matching Ford’s (1987) extensive use of terminal
note variation to define different call subtypes. Because
Ford’s (1987) spectrogram analysis cut off at 8 kHz, only
12 of the 21 variables included in the DFA were also
measured by Ford. Overall, nine of the 12 variables
entered into the DFA (75%), but only 19 of 42 variables
not entered (45%), differed across pods.

There was no difference in MU distinctiveness between
the LFC and HFC based upon stepwise DFA of the par-

titioned data set (Fig. 7). Across the six call types, the
percentage of correctly classified calls using measure-
ments from single contours was the same (paired t test:
ts=—0.543, NS). We therefore averaged these single
component results and compared the average to the
percentage correct using both components together. The
combination of both contours was more effective at
predicting source MU than the average of the single
contours alone (paired ¢ test: £5=9.677, P<0.001). This
strongly suggests that both the LFC and HFC are group
distinctive, and that at least some of the distinctiveness in
each contour is independent of that in the other.

DISCUSSION

These findings strongly support the hypothesis that
pod-specific calling behaviour in killer whales results
from differences between matrilineal units that accumu-
late over time. Differences between MUs resulted from
apparently gradual changes in call structure and changes
in call repertoire (Ford 1991). Five of the six call types we
analysed had MU-specific structural features (Table 4),
suggesting that details of call production are somewhat
flexible but are MU distinctive. Differences in call usage
rates were apparent for many call types, and call type N47
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Table 4. Results of the jackknife predictions for each call type

Predicted unit
Call type
Actual unit Al12 A30 A36 %Correct
N1
Al12 10 3 1 71.4
A30 1 11 1 84.6
A36 0 0 4 100.0
Total % correct=80.6%, G,=29.57, P<0.001
N2
Al12 17 6 3 65.4
A30 6 6 3 40.0
A36 2 7 2 18.2
Total % correct=48.1%, G,=8.213, P<0.10
N4
Al12 16 2 0 88.9
A30 4 19 3 73.1
A36 2 3 17 77.3
Total % correct=78.8%, G,=61.93, P<0.001
N5
Al12 25 4 0 86.2
A30 4 0 6 0.0
A36 8 6 16 53.3
Total % correct=59.4%, G,=16.23, P<0.005
N7
Al12 23 5 7 65.7
A30 9 10 4 43.5
A36 8 4 11 47.8
Total % correct=54.3%, G,=12.93, P<0.025
N9
Al12 37 3 2 88.1
A30 8 16 7 51.6
A36 8 11 21 52.5
Total % correct=65.5%, G,=57.12, P<0.001

was used primarily only by MU A30 (Fig. 4). It is unclear
whether N47 is an entirely new call that was created
within the A30 lineage, a major modification of another
existing call, such as call type N9 (see Figs 1, 3), or an
ancestral call that was dropped by the other MUs.

The differences in call usage and structure between
MUs in pod Al are more subtle than the differences
between pods described by Ford (1991), but are quali-
tatively similar. The very rare production of call type N47
by the other MUs in pod Al is similar to the rare
production of other pods’ calls observed by Ford (1991).
Terminal note duration was the most important struc-
tural variable distinguishing MUs for all three call types
with a terminal note (N4, N5 and N9), which matches
Ford’s (1991, page 1478) finding that terminal notes are
consistently the most important variable defining differ-
ent call subtypes, especially among pods Al, A4 and AS.
Other variables that differed among MUs within Al pod
did not vary as consistently among pods Al, A4 and AS
(six did, three did not), suggesting that other parts of calls
may be more stable than the terminal note. Higher
variability has also been observed in terminal com-
ponents of song for several bird species (e.g. song
sparrows, Melospiza melodia, Horning et al. 1993). The
qualitative similarity of MU differences and pod differ-
ences add support to our conclusion that pod differences
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Figure 6. Discriminant function plots. This figure displays the
discriminant function scores of each call from which structural
measures were taken. Call scores (A: A12; O: A30; [J: A36) and each
MU'’s centroid (mean discriminant score; A: A12; @: A30; l: A36) are
shown. The two-dimensional field is broken into three regions,
which are the territories for each MU. Correctly classified calls are in
the same territory as the MU'’s centroid, while misclassified calls are
in the territory of a different centroid. Note that call type N2 has
only one discriminant function, so the plot is divided into three
one-dimensional territories.

result from differences on the MU level that accumulate
over generations until matrilines dissociate into pods
(Bigg et al. 1990; Ford 1991).

We found that MU A12 was the most vocally distinct
and the outlier in terms of association within pod A1l over
the course of the study (Table 4, Fig. 2). Since Bigg et al.
(1990) found that association levels correlate with
matrilineal relatedness, the A12 lineage may have had
more generations to accumulate vocal distinctiveness.
Alternatively, the more frequent association of the MU
A30 with MU A36 may have led to greater vocal similarity
due to horizontal cultural transmission between MUs
(Cavalli-Sforza & Feldman 1981). The possibility of cul-
tural transmission between MUs is also supported by
Deecke et al.’s (1999) finding that association patterns of
MUs correlate with acoustic similarity of the LFC of call
type N4 based upon a neural net prediction technique.
Similarly, Deecke et al. (2000) report that two MUs (A12
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Table 5. Importance of acoustical variables in the discriminant function analysis

%Variance Correlation
Call type
Variable Function 1 Function 2 Function 1 Function 2
N1 75.06 24.94
SBI start part 3 (4) 0.9999* 0.0077
Freq. 1st turn HFC (13) 0.3966 0.9180*
N2 100.00
SBI (x2) end LFC (9) 1.0000*
N4 73.33 26.67
Duration part 2 0.7806* -0.2085
SBI peak part 1 (2) —-0.2860* -0.2297
Duration part 1 0.1719 0.4596*
Freq. upsweep end HFC (12) —-0.0896 0.4065*
Freq. end HFC (10) 0.0794 0.1140*
N5 93.72 6.28
Duration part 2 0.5804* -0.2761
Duration part 1 0.2805* 0.0321
Time peak HFC (10) 0.0883 0.8856*
Freq. peak HFC (9) -0.2036 —-0.4329*
Freq. end—freq. turn HFC (14-12) 0.0551 —-0.2287*
N7 68.11 31.89
Time to parallel LFC (3) 0.7777* 0.6286
SBI at parallel LFC (2) -0.3857 0.9226*
N9 64.11 35.89
Duration part 4 0.5326* -0.0012
SBI (x2) end LFC (8) 0.2639* -0.1867
Freq. end—freq. turn HFC (15-13) 0.1422* 0.1239
Freq. end HFC (15) 0.0990 0.5988*
Freq. HFC start part 3 (4) -0.2732 0.5443*
Time start HFC (10) -0.4811 —-0.5049*

The relative importance of each variable can be assessed as a combination of the percentage of variance explained
by each function and the correlation between the variable and the functions. Thus, the first variable listed is the
most important for discriminating subgroups. Numbers in parentheses are the variable numbers from Fig. 3 and
the Appendix. SBI: sideband interval; HFC: high-frequency component; LFC: low-frequency component.

*Correlation values were statistically significant.

and A30) altered the LFC of one call type in a matching
fashion across a 12-year period, which is consistent with
horizontal cultural transmission.

Repertoires of sounds may be particularly efficient for
encoding information about multiple levels of social
affiliation (Hausberger 1997). In this study, call type N2
was the only type that we found to have no MU distinc-
tiveness. This same call type was shown previously to be
used more often during meetings between pods than in
any other context (Ford 1989). Use of stable, shared calls
when pods meet may serve to signal group size, spatial
distribution and emotional state to members of other
pods, as in Australian magpies, Gymnorhina tibicen, which
increase caroling during intergroup interactions appar-
ently to signal their group size and willingness to act in
concert (Brown & Farabaugh 1991). Increased production
of stable call types in large diverse groups could provide a
feedback mechanism to reduce drift of stable call types
relative to more variable, distinctive call types which are
produced more in small groups. In this case, the range of
MU distinctiveness across different call types may provide
a highly accurate ‘badge’ of relatedness or affiliativeness
to each group (Ford 1991), and the functional use of the
badge in different social settings supports its stability.

100.0

66.6 —

% Correctly classified
H—0—

33.3 ‘ ‘ ‘
Both HFC LFC

Figure 7. Mean+SE percentage of calls correctly classified to
matrilineal unit depending on which component was used in the
discriminant function analysis (see text). Percentage correct was the
same for high-frequency component (HFC) only and low-frequency
component (LFC) only (paired t test: t;=—0.543, NS). Across all
call types, percentage correct was significantly higher when both
contours were used together than when the mean of the two single
component scores was used (ts=9.677, P<0.001).
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The contour of the HFC was highly consistent within
each call type, with overall variability in time and fre-
quency similar to that of the LFC. Audiograms of killer
whale hearing ability suggest that the most sensitive
frequencies for hearing in killer whales (15-20 kHz) are
approximately the same as the range of the second
harmonic of the HFC, which may contain more energy
than the fundamental (Hall & Johnson 1972; Symanski
et al. 1999). Carefully designed playback experiments
are needed to test perception and function of the
group-distinctive nature of killer whale calls.

In some calls the HFC did not appear in the spectro-
gram with the LFC, which is consistent with previous
observations of greater directionality of the HFC than the
LFC (Schevill & Watkins 1966; Bain & Dalheim 1994).
Different levels of directionality in the LFC and HFC
could provide a cue communicating the orientation of a
signalling animal relative to the receiver, which may be
helpful for maintaining group cohesion in this mobile
species (Hunter et al. 1986; Miller 2000).

These results provide some support for the hypothesis
that killer whales learn the detailed structure of their calls
and that group specificity is due to cultural evolution.
Although we do not rule out a genetic mechanism to
explain similarities within and differences between MU,
the restrictions this would place on the mating system
would be more extreme than that postulated for pod-
specific calling, and are inconsistent with what is believed
about the life history of the species. MU distinctiveness is
more parsimoniously explained by learning, where vocal
similarity arises as a consequence of exposure to the
sounds of tutors. Stable MUs provide a setting where
development of learned vocal traits can be shaped by
exposure to sounds produced by other members of
the MU, and where affiliative interactions support call
sharing and vocal similarity (Snowdon & Hausberger
1997).

It is not known why resident killer whale MUs are so
stable, with no cases of dispersal by either sex over a
20-year period (Ford et al. 1994). The lack of male disper-
sal is particularly unusual in mammals (Dobson 1982;
Rose 1992). Transient Kkiller whales occur in smaller
groups with less matrilineal stability, suggesting that prey
type and distribution may be an important influence on
group size (Bain 1988; Baird & Dill 1995; Nichol &
Shackleton 1996; Ford et al. 1998). Members of Kkin
groups of killer whales might also mutually benefit from
alloparental care or other reciprocal activities (Waite
1988; Ford 1991). Vocal similarity seems to be correlated
with the multilayered structure of killer whale society,
and ultimately to the social interactions that contribute
to the stability of the social structure.

Acknowledgments

We give special thanks to the late Mike Bigg. In addition
to providing valuable advice and information throughout
the field work, the climate of sharing, cooperation and
openness he created proved invaluable to the progress of
research on this species during his lifetime. The late Ken
Norris provided valuable advice and support to D.B. in his

role as dissertation adviser. Special thanks are also due
to Janice Waite for many months of dedicated work in
the field. Field assistance was also provided by Vickie
Annen, David Briggs, Patty Gallagher, Tom Jefferson,
Tom Kieckhepfer, Lance Morgan, Becky Rumsey, Joe
Terrazino and Rebecca Welsh. Logistical support was
generously provided by Jim Borrowman and Bill MacKay
of Stubbs Island Charters. Jeff Jacobsen and Paul Spong
provided valuable advice. We thank John Ford for his
advice, for providing recordings and for use of his sound
analysis facilities at the Vancouver Aquarium Marine
Science Center; Mike Beecher for the use of his facilities
in the Animal Behavior Program at the University of
Washington and for critical advice; and Salvatore
Cerchio, Christopher Clark, John Ford, Vincent Janik,
P. L. Schwagmeyer, Peter Tyack, Walter Wilczynski, and
two anonymous referees for comments on the manu-
script. This work was supported in part by NSF graduate
fellowships to both authors, and a Doctoral Disser-
tation Research Improvement Grant to D.B. (NSF Grant
OCE-850119). This work was also supported by gifts
from Joseph Long and the Hewlett-Packard Company
Foundation to the University of California at Santa Cruz
and a donation from Hewlett-Packard Company. Finally,
D.B. would like to thank the Marine World Foundation
for the use of its facilities to develop some of the tech-
niques used in this study and financial and moral sup-
port. The research presented here was evaluated by the
Animal Behavior Society’s Animal Care Committee and
approved on 6 March 2000. This is contribution No.
10156 of the Woods Hole Oceanographic Institution.

References

Andrew, R. J. 1962. Evolution of intelligence and vocal mimicking.
Science, 137, 585-589.

Bain, D. E. 1986. Acoustic behavior of Orcinus: sequences,
periodicity, behavioral correlates and an automated method
for call classification. In: Behavioral Biology of Killer Whales (Ed. by
B. C. Kirkevold & |. S. Lockard), pp. 335-371. New York: A. R.
Liss.

Bain, D. E. 1988. An evaluation of evolutionary processes: studies
of natural selection, dispersal, and cultural evolution in killer
whales (Orcinus orca). Ph.D. thesis. University of California, Santa
Cruz.

Bain, D. E. & Dahlheim, M. E. 1994. Effects of masking noise on
detection thresholds of killer whales. In: Marine Mammals and the
Exxon Valdez (Ed. by T. R. Loughlin), pp. 243-256. San Diego:
Academic Press.

Baird, R. W. & Dill, L. M. 1995. Occurrence and behaviour of
transient killer whales: seasonal and pod-specific variability, forag-
ing behaviour and prey handling. Canadian Journal of Zoology, 73,
1300-1311.

Bigg, M. A,, Ellis, G. M., Ford, . K. B. & Balcomb, K. C. Ill. 1987.
Killer Whales: Genealogy and Natural History in British Columbia and
Washington State. Nanaimo, British Columbia: Phantom Press.

Bigg, M. A., Olesiuk, P. F., Ellis, G. M., Ford, J. K. B. & Balcomb,
K. C. 1990. Social organization and genealogy of resident killer
whales (Orcinus orca) in the coastal waters of British Columbia and
Washington State. Report of the International Whaling Commission,
Special Issue, 12, 383-405.

Boughman, J. W. 1997. Greater spear-nosed bats give group-
distinctive calls. Behavioral Ecology and Sociobiology, 40, 61-70.



Bowles, A. E., Young, W. G. & Asper, E. D. 1988. Ontogeny of
stereotyped calling of a killer whale calf, Orcinus orca, during her
first year. Rit Fiskideildar, 11, 251-275.

Brown, E. D. & Farabaugh, S. M. 1991. Song sharing in a
group-living songbird, the Australian magpie, Gymnorhina tibicen.
Part lll. Sex specificity and individual specificity of vocal parts in
communal chorus and duet songs. Behaviour, 118, 244-274.

Cavalli-Sforza, L. L. & Feldman, M. W. 1981. Cultural Transmission
and Evolution: a Quantitative Approach. Princeton, New Jersey:
Princeton University Press.

Deecke, V. B., Ford, J. K. B. & Spong, P. 1999. Quantifying
complex patterns of bioacoustic variation: use of a neural network
to compare killer whale (Orcinus orca) dialects. Journal of the
Acoustical Society of America, 105, 2499-2507.

Deecke, V. B., Ford, J. K. B. & Spong, P. 2000. Dialect change in
resident killer whales (Orcinus orca): implications for vocal learning
and cultural transmission. Animal Behaviour, 60, 629-638.

Diercks, K. )., Trochta, R. T., Greenlaw, C. F. & Evans, W. E. 1971.
Recording and analysis of echolocation signals. Journal of the
Acoustical Society of America, 49, 1729-1732.

Dobson, F. S. 1982. Competition for mates and predomi-
nant juvenile male dispersal in mammals. Animal Behaviour, 30,
1183-1192.

Efron, B. 1983. Estimating the error rate of a prediction rule:
improvement on cross-validation. Journal of the American Statistical
Association, 78, 316-331.

Efron, B. & Gong, G. 1983. A leisurely look at the bootstrap, the
jackknife and cross-validation. American Statistician, 37, 36-48.
Ford, J. K. B. 1987. A catalogue of underwater calls produced by
killer whales (Orcinus orca) in British Columbia. Canadian Data

Report of Fisheries and Aquatic Sciences, 633, 1-165.

Ford, J. K. B. 1989. Acoustic behavior of resident killer whales
(Orcinus orca) in British Columbia. Canadian Journal of Zoology, 67,
727-745.

Ford, J. K. B. 1991. Vocal traditions among resident killer whales
(Orcinus orca) in coastal waters of British Columbia. Canadian
Journal of Zoology, 69, 1454-1483.

Ford, J. K. B. & Fisher, H. D. 1982. Killer whale (Orcinus orca)
dialects as an indicator of stocks in British Columbia. Report of the
International Whaling Commission, 32, 671-679.

Ford, J. K. B., Ellis, G. M. & Balcomb, K. C. lll. 1994. Killer Whales:
the Natural History and Genealogy of Orcinus orca in British
Columbia and Washington State. Vancouver: UBC Press.

Ford, J. K. B., Ellis, G. M., Barrett-Lennard, L. G., Morton, A. B.,
Palm, R. S. & Balcomb, K. C. lll. 1998. Dietary specialization in
two sympatric populations of killer whales (Orcinus orca) in coastal
British Columbia and adjacent waters. Canadian Journal of Zoology,
76, 1456-1471.

Hall, J. D. & Johnson, C. S. 1972. Auditory thresholds of a killer
whale Orcinus orca Linnaeus. Journal of the Acoustical Society of
America, 51, 515-517.

Hausberger, M. 1997. Social influences on song acquisition and
sharing in the European starling (Sturnus wvulgaris). In: Social
Influence on Vocal Development (Ed. by C. T. Snowdon & M.
Hausberger), pp. 128-156. Cambridge: Cambridge University
Press.

Hoelzel, A. R. 1998. Low genetic variation among killer
whales (Orcinus orca) in the eastern North Pacific and
genetic differentiation between foraging specialists. Heredity, 89,
121-128.

Hoelzel, A. R. & Osborne, R. W. 1986. Killer whale call charac-
teristics: implications for cooperative foraging strategies. In:
Behavioral Biology of Killer Whales (Ed. by B. C. Kirkevold & J. S.
Lockard), pp. 373-403. New York: A. R. Liss.

Horning, C. L., Beecher, M. D., Stoddard, P. K. & Campbell, S. E.
1993. Song perception in the song sparrow: importance of

MILLER & BAIN: WITHIN-POD VARIATION IN WHALE CALLS

different parts of the song in song type classification. Ethology, 94,
46-58.

Hunter, M. L., Jr, Kacelnik, A., Roberts, J. & Vuillermoz, M. 1986.
Directionality of avian vocalizations: a laboratory study. Condor,
88, 371-375.

Janik, V. M. & Slater, P. ). B. 1997. Vocal learning in mammals.
Advances in the Study of Behavior, 26, 59-99.

Lachenbruch, P. A. & Mickey, M. R. 1968. Estimation of error rates
in discriminant analysis. Technometrics, 10, 1-11.

Miller, P. J. O. 2000. Maintaining contact: design and use of
acoustic signals in killer whales (Orcinus orca). Ph.D. thesis,
Massachusetts Institute of Technology, Woods Hole Oceano-
graphic Institution.

Miller, P. ). & Tyack, P. L. 1998. A small towed beamforming array
to identify vocalizing resident killer whales (Orcinus orca) concur-
rent with focal behavioral observations. Deep-sea Research Il, 45,
1389-1405.

Nichol, L. M. & Shackleton, D. M. 1996. Seasonal movements
and foraging behaviour of northern resident killer whales
(Orcinus orca) in relation to the inshore distribution of salmon
(Oncorhynchus spp.) in British Columbia. Canadian Journal of
Zoology, 74, 983-991.

Norusis, M. J. 1986. Advanced Statistics with SPSS/PC+. Chicago:
SPSS.

Nowicki, S. 1989. Vocal plasticity in captive black-capped
chickadees: the acoustic basis and rate of call convergence. Animal
Behaviour, 37, 64-73.

Olesiuk, P. F., Bigg, M. A. & Ellis, G. M. 1990. Life history and
population dynamics of resident killer whales (Orcinus orca) in the
coastal waters of British Columbia and Washington State. Report of
the International Whaling Commission, Special Issue, 12, 209-243.

Rose, N. A. 1992. The social dynamics of male killer whales, Orcinus
orca, in Johnstone Strait, British Columbia. Ph.D. thesis, University
of California, Santa Cruz.

Schevill, W. & Watkins, W. 1966. Sound structure and direction-
ality in Orcinus (killer whale). Zoologica, 51, 71-76.

Slater, P. ). B. 1989. Bird song learning: causes and consequences.
Ethology, Ecology and Evolution, 1, 19-46.

Slater, P. J. B., Ince, S. A. & Colgan, P. W. 1980. Chaffinch song
types: their frequencies in the population and distribution
between the repertoires of different individuals. Behaviour, 75,
207-218.

Smith, H. )., Newman, . D., Hoffman, H. ). & Fetterly, K. 1982.
Statistical discrimination among vocalizations of individual squirrel
monkeys (Saimiri sciureus). Folia Primatologica, 37, 267-279.

Smolker, R. A. 1993. Acoustic communication in bottlenose
dolphins. Ph.D. thesis, University of Michigan.

Snowdon, C. T. & Hausberger, M. 1997. Introduction. In: Social
Influence on Vocal Development (Ed. by C. T. Snowdon & M.
Hausberger), pp. 1-6. Cambridge: Cambridge University Press.

Steiner, W., Hain, )., Winn, H. & Perkins, P. 1979. Vocalizations
and feeding behavior of the killer whale (Orcinus orca). Journal of
Mammalogy, 60, 823-827.

Symanski, M. D., Bain, D. E., Kiehl, K., Pennington, S., Wong, S.
& Henry, K. R. 1999. Killer whale (Orcinus orca) hearing: auditory
brainstem response and behavioral audiograms. Journal of the
Acoustical Society of America, 106, 1134-1141.

Waite, J. M. 1988. Alloparental care in killer whales (Orcinus orca).
M.Sc. thesis, University of California, Santa Cruz.

Watkins, W. A. 1967. The harmonic interval: fact or artifact in
spectral analysis of pulse trains. In: Marine Bioacoustics. Vol. 2 (Ed.
by W. N. Tavolga), pp. 15-43. New York: Pergammon Press.

Williams, ). M. & Slater, P. J. B. 1990. Modelling bird song dialects:
the influence of repertoire size and numbers of neighbors. Journal
of Theoretical Biology, 145, 487-496.

Zar, ). H. 1984. Biostatistical Analysis. Englewood Cliffs, New Jersey:
Prentice Hall.

627



628 ANIMAL BEHAVIOUR, 60, 5

Table A1. Description of the numbered variables measured from

each call type

Appendix

Variable
Call type number* Description
N1 1 SBI part 1
2 SBI part 2
3 Freq. HFC start part 2
4 SBI start part 3
5 Freq. HFC start part 3
6 SBI peak part 3
7 Freq. HFC peak part 3
8 SBI middle part 3
9 Freq. HFC middle part 3
10 SBI end part 3
11 Freq. start HFC
12 Time start HFC
13 Freq. 1st turn HFC
14 Time Tst turn HFC
15 Freq. 2nd turn HFC
16 Time 2nd turn HFC
17 Freq. end HFC
18 Time end HFC
N2 1 SBI part 1
2 SBl end part 1
3 Freq. HFC end part 1
4 SBI peak part 2
5 Time peak part 2
6 Freq. HFC peak part 2
7 SBI end part 2
8 Freq. end part 2
9 SBI (x2) end LFC
10 Freq. start HFC
11 Time start HFC
12 Freq. 1st turn HFC
13 Time Tst turn HFC
14 Freq. 2nd turn HFC
15 Time 2nd turn HFC
16 Freq. upsweep end HFC
N4 1 SBI start part 1
2 SBI peak part 1
3 Time peak part 1
4 Freq. HFC peak part 1
5 SBI end part 1

N5

N7

N9

SBI part 2

Freq. peak HFC

Time peak HFC

At at 320 Hz below peak HFC
Freq. end HFC

Time end HFC

Freqg. upsweep end HFC

SBI start part 1

SBI middle part 1

Freq. HFC middle part 1
SBI end part 1

Af Tst peak of 3rd sideband
SBI part 2

Freq. start HFC

Time start HFC

Freq. peak HFC

Time peak HFC

At at 560 Hz below peak HFC
Freq. turn HFC

Time turn HFC

Freq. end HFC

Time end HFC

Freqg. upsweep end HFC

SBl part 1

SBI at parallel LFC
Time to parallel LFC
Freq. HFC in part 1

SBI part 1

SBI part 2

SBI start part 3

Freq. HFC start part 3
SBI end part 3

Freq. HFC end part 3
SBI part 4

SBI (x2) end LFC
Freq. start HFC

Time start HFC

Freq. peak HFC
Time peak HFC

Freq. turn HFC

Time turn HFC

Freq. end HFC

Time end HFC

SBI: sideband interval;, HFC: high-frequency component; LFC: low-

frequency component.
*See Fig. 3.
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